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Internet services beyond best effort

The packet-based data transmission of the Internet allows the multiplexing of a variety of simultaneous
connections originating from sources with different characteristics (e.g. voice, video, data). Traditional
Internet is based on a best effort service, whereas future Internet services make more and more special
demands on the communication network. This paper presents a general overview of fundamental
mechanisms for guaranteeing Quality of Service (Q0S) in the current and future Internet. After introducing
general QoS concepts, basic mechanisms in network routers are investigated. Furthermore, the two basic
architectures of Integrated Services (IntServ) and Differentiated Services (DiffServ) are discussed in detail.
Finally, the analytical investigation of a special Voice-over-IP scenario demonstrates the applicability of
the relevant QoS concepts and their positive consequences with respect to the quality of this voice service.
A short overview of current hot research topics concludes the paper.

Keywords: quality of service; Internet; TCP/IP; integrated services; differentiated services; voice over IP;:

resource reservation; admission control

Internet-Dienste jenseits von Best Effort.

Die paketbasierte Datenibertragung Gber das Internet ermdglicht das Multiplexen einer Vielzahl gleich-
zeitiger Verbindungen aus unterschiedlich charakterisierten Datenquellen (z. B. Sprache, Video, Daten-
transfer). Wéhrend im traditionellen internet allerdings die Ubertragung auf dem Best Ei ffort-Prinzip basiert,
stellen die zukinftig angebotenen neuen Internet-Dienste laufend mehr spezielle Anforderungen an das
Kemmunikationsnelz. Dieser Artikel gibt einen aligemeinen Uberblick (ber fundamentale Mechanismen zur
Garantie einer gewiinschten Ubertragungsgiite (Quality of Service, QoS) im heutigen und zukiinftigen
Internet. Nach der Einfiihrung allgemeiner QoS-Konzepte liegt der Fokus zundchst auf den Grundmechanis-
men nnerhalb der Netzrouter. Sodann werden die beiden grundlegenden Architekturen der Integrated
Services (IntServ) und Differentiated Services (DiffServ) im Detail behandelt. SchilieRlich demonstriert die
genauere Untersuchung eines speziellen Voice-over-IP-Szenarios die Anwendbarkeit der eingefiihrten
Prinzipien und ihre positiven Auswirkungen auf die Qualitit des betrachteten Sprachdienstes. Ein kurzer
Uberblick (iber aktuell behandelte Forschungsthemen rundet den Artikel ab.

Schilisselwéarter: Quality of Service; Internet; TCP/IP; Integrated Services; Differentiated Services; Voice

over |P; Ressourcenreservierung; Zugangskontrolie
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1. Introduction

The basic nead for Quality of Service (003} comes from the fact
thatl any arrangement of providing a fixed cne-size-fit-all service
to all customers is insufficlent. Users employ different appli-
calions, for example Voice over IP [VolP), Virtual Private Net-
works (WPMs), Web-browsing, and mission-critical e-commarnce,
causing the need for a variaty of services to be provided by the
netwark. Different sarvices require different freatment of data
packatls in the network. Hence, QoS is a term referring 1o tech.
nologies that classity network traMic and ensure that some of
that traffic receives preferantial handling. Customers will be en-
abled to subscribe different services in terms ol throughpaut,
loss, response time, delay andfor defay jitter (Tha so-called QoS
parameters) and will e charged for the actual level of service
provided. Literature about QoS can be found in (Ferguson, Hus-
fon, 1998; Slegel, 2000; Greemville Armilage, 2000; Wess
Black, 2000; Kitkki, 1998,

The implamentation of the oS concapl began with the
amargence of X.25 and s improvements in the late 19608 and
earty 1970s. The goal was 1o creale a common plathorm on
which al users wilh a special imtedacs could pardicipate with
ihair data iraffic. The design of X.25 allowed users o regues]
certain levels of service, for the first time.

The next steps in providing oS were the infroduction of the
Frame Relay [FR) and Asynchronous Transfer Mode (ATM) techs
mologies. FR gained much popularity as a method for intercon-
necting widely separaled geographic locations, bul has limited
Q05 capabilities. ATM was planned to transport as different traffic
types as voice, data, video inked with QoS guarantees in a single
generic technology. Because ATM was expected 1o solve many
problems in delivering diferant sarvices, it has sean extensive
specifications, standards and research, ATM, howeser, suffers
from the fact thal specifications wera only parlially implemented,

Originally, the Intermet Protocol {IP) offered only one semvice
= "best effort”. Best effort means that each user is provided ser-
vice and gets a fair share of the available network resources. On
the ather hand, no promises can be made conceming oS
guaranizes like an wpper bound on end-to-end delay, minimum
thraughput and detay jitter.

Internet traffic is solely controlled by congestion control
mechanisms at hosts, Congesticn contral adjusis the sender's
lranemission rate info the net as a function of the network load.
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i the network load is high, and the available capacity dimin-
ishes, the sending rate is reduced. If the natwork load is low, the
sending rate is increased comespondingly. Congestion contrel i
both & means lo avoid congestion collapse and 1o guarantea
high network ulilization. Far the Internet, the Transmission Con-
trof Protocol (TCP) congestion control (Jacobson, 1988:
Stevens, 1994) is of central importance. TCP congestion control
usas packet loss as an indication o congestion and adjusis a
window of packets as a function of the number of lost packets
during the last round trip tima. The effective TCP sending rate
can be estimated as window size divided by round trip tirme.

Such an architectura has significant lechnical advantages in
terms of simplicity and high link utilization, is parfectly suited for
classical Intermet applications like @-mail, FTP (File Transfer
Protocol) and Telnet, but lacks the facilities to provide service
guaramlees. Although a rudimentary QoS support (Type of Ser-
vice bits in the IP header) was intended from the very beginning,
this was hardly used in actual implementations, MNowadays
users are no longer satisfied with simple applications like FTP or
Teinet alone. Some of the new Internet applications require sig-
nificant bandwidth. Others, like IP telephony and other real-time
apphications have sirict consiraints on timing reguiremeants.
These applications require netwark services bayond the simple
“best effort” service that IP delivers.

2. Basic QoS5 mechanisms in IP

The goal in a QoS-enablad environment is to allow Tor pradict-
able service delivery to certain classes or types of traffic regard-
less of other traffic flowing through the network at any given
time. We dascribe the accomplishmant of a QoS-connection to
achieve this goal in a wary generic way by emphasizing on two
hmdamental sleps.

(1) Admission conirol and resource allocation:

Bafore the user may send data packets the nétwark has to
perform admission controd, Given a cerain load situation
and QoS demand of a flow, admission contrel delermines
whather the flow’s demand can be granted without viokating
the service guarantees of axisting flows, The decision about
admission can be made anywhere in the network. Mevertha-
less, the enforcement about admission control is delegated
to a policer at an edge router (Fig. 1). If the flow is admitted it
shares the available network resources with many other
fiows. Thus it is important to allocate to each flow or each
group of flows resources according 1o predefined QoS
guidelines. In most cases resource allocation is made for
bandwidth and buffer space, enabling the network sarvice
provider to deliver Qo5 guarantees.

(2) Maintaining the arranged network resources during the life-
fime of a flow:

During the packet flow it is to assure that the adjusted con-
ditions are kept and ihe flow’s parameters are mainainad by
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thia router components; classitying, polcing, gueue man-
agement, scheduling,

The following section explains this second step in more
delail,

3. Router components in GoS-enabled networks
The routers are the alements in a naetwork whers resources
(bandwidth, buffer space) are shared by the different traffic
types and whare algorithms can be adjusted ascording to the
expocted different handling. A traditional router mainly focuses
on whaere 1o send packels. It makes forwarding decisions based
on the destination address in each packet and locally hald for-
warding information tables, QoS-enabled roulers must addiion-
ally provide contrel of whan 1o send packels, which packets to
send and which packels to drop in case of congestion. Figura 2
shows the components in a router necessary lor QoS handling
which are part of a router's forwarding process. The following
subsactions address these and several other associated router
componants.
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Fig. 2. Forwarding procass within a router

3.1 Classification

Receiving a packet, a classifier determines which traffic class
the packet beldongs 1o based on the content of cne or several
fields in the packet header. If several liedds are needed, this pro-
cess is called Multifield Classification (MF). Classifiers are used
to pass packets maiching some specified rule to a traffic condi-
tioner (which is a term for metaring, shaping, policing) (Blake et
al, 1998) as well as to pass packels to a specified quave man-
agement mechanism. Figure 3 shows how a classifier assigns
ditferant packets to differen! queues.
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Fig. 3. Rouler outpul port architeciune

3.2 Policing and marking
In most cases policing is about the supervision of whether the
incoming traffic is compliant with pre-negotiated policies (then it
is called traffic policing). In general the term policing can be ap-
plied to a broad range of rule systems. The term also appears at
shaping, dropping. authentication, biling and may involve two
(ilataral) or mose (multilateral) parties.

Every traffic class has certain limits 1o ifs allowable temporal
behavior - for instance, a rate limit specified by the number of
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ticular hop by the senvice time of the non-voice packel, i.e. by
=8 LB =1.2 ms. In the worst case, this happens at each of the
n hops on the diameter of the nebwork, yielding a tolal jtler J ex-
penancad by our woeta packet of J= n-r. For diameter n=3, this
e.g. comesponds to J=3.6ms, whereas for n=10 we get
J= 12 ms,

How many parallel voice conneclions can al least be guar-
aritead under thase assiumplions? Assume, packels Irom N pag-
agllal connections are gueueing simultanegusly at the first hop.
The total jitter under VW (interference plus queueing delay at
the first hop) is bounded 1o be A =20 ms, therelore any voice
packet at the first hop should experience a queusing delay
caused by other woice packeis of no more than 4 = A-J There-
fore, the maximal number W of paraliel VolP connections s
bounded by N-B2/B= 4, yielding N< &-B8s,

Summarizing this calculation, the maximal number of poss-
ible VolP calls under VW equals

3-8 (A-J)-B (A-(n-7})-E (A-(n-8-L/E))-B

L 7o T Bs Bs

AB=(n-8:L) AB nL L

E Bz _'E's""-_s_-ﬂ"""_;'ﬂ
wilh Ethemel bandwidih B= 10 Mbit's, maximal langth of an
Ethemet packet L=1500bytes, network diameter n, G711
packet size s=200byte and codec packel delivery fime
& = 20 ms. Therefore, numercally a COoS-enabled VW) network
of diamatar n can accommodate up o 125-7.5- n calls, without
posing any restrictions to the addittonal (background) data tral-
fic. For a typical network diameter of five hops (Jacobson, M-
chals, Poduri, 2000, this yields e.g. a number of 87 phona calis,

6. Dutlook on QoS related research topics

Ongoing research in the area of IP performance evaluation at
fiw [Forschungszentrum Telekommunikation Wien) deals with
the enabling technologies to make QoS work in the next ganar-
ation Intermnet. This includes the modeling of Internet traffic char-
actaristics, analysis and design of QoS mechanisms as well as
the question how to quantify the QoS guarantees provided by
DiflSery given a certain network Topology, load situation and
traffic charactenstic. Perdormance evaluation is based on using
theoretical approaches like queving theory and control theory as
well s extensive simulations and measurameants.

Regsearch on traffic control evaluates the pedormance of
end-to-ond congastion control, queus managemant, scheduling,
tratfic conditioning, oplimizes parameter setlings and proposss
new mechanisms in case existing solutions exhibit sub-optimal
performance, As an example the work on oplimizing the selting
of RED parameters (see Sacl. 2.4) to avoid poor link ulilization
and sarvice discrimination batween in-profile and out-of-profile
packels due lo an oscillating queue can be mentioned [Zegler,
Brandauver, Foida, 2007),

Another important area of research at the ftw addrassas In-
tamel charging, with special emphasis on paicng, billing and ac-
counting conceapts. This includes theoretical and practical inves-
igaticn and analysis of existing approaches and their improve-
ment as well as the development of new ideas on a technically
as wall as economically sound basis. Auchon-type schemes in
multi-provider environmenis, the Cumulus Pricing Scheme
(Reichi, Siller, 20071), pricing and tme-scalas, the edge pricing
paradegm and the emerging imporance of pricing and GoS in
mbile IP nefworks are topics within this area.

7. Conclusions
This paper presents & concise ovenview of fundamental con-
cepts for providing Chuality of Service in the Intermet of today and
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tomomow, Alter introdwecing basic QoS-related aspects of the IP
protocol, we focus on relevan! mechanisms within the routers,
ranging from classification, policing, marking and traflic shaping
strategies over queue management and scheduling 10 authanti-
cation, billing and pricing. At the moment, basically two QoS
architectures have been esiablished: the Integrated Senvices
(IntSeny) proposal uses advanced reservation of the required re-
sources and therefore is able to provide sthict QoS guarantees,
whereas the Diferentiated Services (DilSery) architecture with
its focus on trafic aggregation and the dafinition of Per-Hop-Bea-
haviours is much better in terms of scalability, bul less fexible in
satisfying individual QoS3 requirements, For both of these central
approaches, the most imporiant service classes are introduced
in some detail, before we prasant an example for the practical
application of thess concepts in the case of VoIP. Finally, a brief
overview of current QoS-research at the fiw, provides insights
into the related fields that will be investigated further,

Abbreviations
Al Projact within FTW, including QoS research
AF Azsured Forearding

A Active Queus Management
BiP& Billing, Pricing and Accounting in the Intemeat
CL Controfled Load

DiffSery  Differentialed Services

DS DiffSery Field

DsCP DiftSerny Code Point

EF Expedited Forwarding

FIFD First In First Out

FR Framea Realay

FTP File Transier Prolocol

P Forschungszentrum Telekommunikation Wien (Tale-
communications Research Center Vienna)

G5 Guaranteed Service

H.323 ITU-T Standard for Packet based multimedia coms-
munications systems

IETF Internet Engineering Task Force

IntSany Integrated Services

P Intermnet Prolocol

ITU-T Telecommunications Siandardization Seclor of the
International Telecommumications Linian

kbit's Hilohits per second

MIF Klultifield classiication

MTU Kaximum Transfer Linat

=nict Per-domam Bahawvor

PHE Pai-hop Behavios

PSTHN Public Swilched Telephone Nabwork

oS Cuality of Senvice

RED Random Early Detection

RFC Reques! for Commenis

RID RED In and Out

RSVP Resgurce Reservation Protocol
ZIP Session Initiation Protocol

SLA Service Level Agreement

TCA Traffic Conditioner Agreemeni
TGP Transport Control Protocol

Tas Typa of Sarvica

WP Woark Package

ValP Vaice ovar Infermel Protocol
WP Virtual Prval Mabwork

Wiy WVirtual Wire
WFQ Weighted Fair Cueuing
WRED  Weighted RED
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* less loaded and therefore faster core routers (by limiting
thair quauing slaga complaxity);

» less states to be signaled, processed, and stored (cross-
core charactenstics can be axpressed in tarms of only a few
aggregate behaviors).

Ancther impoant aspect 1o rote in he DifSery architacture
is the existence of a Service Level Agreement (SLA), le. a
contract batwean lhe subscribar and the provider. This is the es-
santial link for pricing differentiated services. A subset of the
SLA is the Traffic Conditioning Agreament (TGA), which spec-
ifias tha datailed service parameiers for each service level, Tha
service classes may be defined via negoliation batweean bath
partias (subscriber and netwark provider).

Although olhers are possible, there are curmenlly two slan-
dard PHBs defined that are building blocks for edge-to-edge
Lanicas;

*  Expedited Forwarding (EF): EF minimizes dalay and jifier,

assuras bandwidth and provides the highest level of aggre-
gated QoS This service provides a virtual line PHB across a
heterogeneous IP network, a precondifion for applications
with end-lg-end guaraniees. Any EF fraffic that exceeds the
traffic profile (which is defined by local policy) is discarded at
the policer. The amaount of aggregate traflic entering the net-
work can never be greater than the amount of bandwidth
capacity available 1o the EF service at any given link.
An imporiant example of the usa of EF is the implemeantation
of a low loss, low latency and low jitter Virual Wire Par
Domain Baehavior (WW PODB) (previcusly also described as
Premium service and Virfual Leased Lines) (Jacobson,
Nichois, Podur, 1995). The VW behavior is essentially
indistinguishable from a dedicated circuit (Fig. ) and can be
used amywhere, it is desired to replace dedicated circuits
with IP transporl. Two steps have to be done: configuring
the individual routers 5o 1hat the aggregate has a well-defi-
ned minimum departure rate (by implementing the EF PHB)
and conditioning the entire D3 domain’s aggregate (via poli-
cing and shaping) so that its arrival rate at any node is
always less than that node's configured minimum depariune
rate, The YW PDB has two major allrbutes: an assured
peak rate and a bounded jitter.

v Assured Forwarding (AF): The AF PHE group is a collection
of PHBs that offer a high level of assurance that each packet
will be delivered, as long as the iraflic flow conforms to a
given service profile, ar TCA [(Heinanen, Baker Waiss,
Wroclawski, 1999, Excess AF Irafiic is deliverad with a
lower probability than the fraMic “within profile”, which
means it may be reduced in rank but not necessarily
dropped. In contrast to EF (which has hard bandwidih and
jitter characteristics), the AF group supports dynamic shar-
ing of network resources and soft bandwidth and less gquar-
amnteas, which ara uselul for traffic with looser QoS require-
ments, AF consists of four classes and three possible drop
precadences within each class (resulting in a fotal of twelve
DECPs). Each AF class is allocated a certaim lavel of band-
widih and buffer space in each DifSery node. Admission fil-
terimg must control the amount of traffic admitied at each AF
level and may include fraflic shaping, selective packet dis-
card (sea Sect. 3.4), and alteration of any marked discard
preferences,

An example for crealing a PDB wusing the AF PHE is the “Assu-

red Rate Per-Domain Behavior for Diterentialed Services™

i Seddigh, Nandy, Heinanen, 2007). This PDB is useful for carny-

ing traffic aggregales that require rate assurance bul do not re-

quira dalay and jitter bounds. The traffic aggregate will also
have the opportunity to obtain excess bandwidth beyond the as-
surad rate,
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Fig. 5. Virual Wire Concepl

5. Voice over IP application example

After reviewing the important general QoS concepls, mechan-
lsms and architechures in the previous sections of this paper, wa
now consider an example of a real application. The Voice over
IP (WolP) scenario described here is an important case for de-
monstrating how multimedia streams may be successfully trans-
poried within a QoS-enabled network., For further delails on
Voica over IF protocol usage (RTR/LUDFEAP) and voice encoder
paramaters (G-Sanas) we raler 1o (Coitins, 2007) and {Hersent,
Gure, Palil, 20000, In the rest of the section, we describa, ana-
Iyze and generalize the standard example scenario as pres-
ented in [Jacobson, Michols, Podur, 2000).

Let us assume an enterprise which wants 1o use the Virual
Wire (VW) concept from Secl. 4.2 to provision a large scale, in-
tarnal VolP tedephony system, Suppose that the intemal links of
the enterprise are all Ethernet (8= Mbit's) having a frame length
of L=1500 bytes and that the network diameter is n hops (usual
numbars for 7 ranging from 3 to 10). Typical telephone audio co-
decs daelver one packet evarny A=20ms. At this codec rate,
RTP encapsulated G.711 voice consists of packels of size
&= 200 byte In a worst-case analysis, ignaring the effect of RTP
header comprassion.

Suppose funher that our enterprise’s metwork usually is
crowded with all sorts of data traffic (e-mails, WWW traffic, file
tramster etc). In this case, traditional best efiort could not support
woice traffic sulficlently, whereas under VW, voice traffic is
slriclly priorilized over data trafiic. We now derive a general ex-
pression for the number of parallel VolP calls from one end of
ihe network to ihe ather that can be granted in & QoS-enabled
(VW) network,

Let us first consider the limiting (best) case. If the entire net-
waork wara dedicated to woice traffic only, each voice flow should
be given the impressicn of having a dedicated cireuit. Hancs,
e maximurm tolarabla jittar intredwced by the network eguals
the inter-packet arrival time of A=20ms. In a lime window of
20 ms, a data volume of V=5 A8 =25kbytes can be trans-
mitted at a rate of B=10 Mbit's, 25 kbytes correspond to W
s=03.711 packels and thus a maximum of M., =125 calls
which could be handled if the net were carrying only G.711 en-
coded telephony tratfic,

In a second step, now we admit all types of traffic to the net-
wark, Assuming peak rate policing (token bucket size equals a
lew packets) and proper admission control the aggregate EF ar-
rival rate cver any fime-interval longer than the packet service
lime on the virual wire (20 ms in our case) is lowar or aqual
than ihe service rate at the EF queue. This property holds for
each hop {see Secl. 4.2). Thus a voice packel cannot ba in-
serted bahind anodhér voica packet in the EF gqueee, i.e, VW
jitter due to intedference from other volce fraffic equals zera.

Mowe we consider the maximal jitter of a voice packet caused
by inferference from mon-voice traffic, In the worst case, at aach
hop & non-voice packel of length L = 1500 bytas has just started
o ba sarved by a non-preemplive packet scheduler at the arri-
wval of our voice packel. Hence, the jitter is increased af this par-

nformationstechnik

azl elektrolechnik und



E. PLASSER, T. ZIEGLER, P. REICHL, 0. MITTEMECKER Internet services beyond best affort

access 1o an applied service lavel, Access can be established in
& number of ways e.g., through payment of fees or ranking of
the user's importance. The whole issue of establishing and
manitoring a wser's right to use certain sarvice levels opens up a
vaniety of questions that the Internet industry is only beginning
i address, First, the problem of authentication = proving that
the entity currently using the network is the dlaimed user, either
during admission negotiations or subsequent traffic trans-
mizsion, Second, the question of pricing and biling to optimize
user satisfacton and network owner revenua. Bilbng is even of
interest o enterprise networks, where it may be used to provide
additional granularity of usage control beyond the corporate
slatus of a user.

4. Current QoS architectures

4.1 Integrated Service (IntServ)

Thi IntServ architeciune was proposed with the background that

the basic bast aflon sarvice neaded some levels of modification

in order to provide cusiomized support for different service
classes. For example a VolP sanvice implies some bounds on
dalay, loss and jiter, while dala fransfer requires bounds on
available capacity. With the focus on supporing such individual
applications, explicit a priori signaling of each Bow's require-
ments were made mandatory. For the first time in packet nal-
working the conceplt of resource reservalion was addad 1o the
intermet service modal. In a cartain way IntServ and ATM have
some properties in common, which makes IntSery and ATM
mapping possible. To fulfill the role of the signaling protocol
for IntServ the Resource Reservalion Prolocol (RSVP) was

dovaloped (Braden of al., 1997; Wroclawski, 1997).

To date, IniSery has developed support for bwo classes of

BORICES:

*  Guaranieed Service (GS): This service class approximates
as close as possible the behavior of a dedicated circuit. GS
allows the receiver of a flow to specify the maximwem alow-
able end-1o-end latency and provides a firm bound on this
adjusted latency. In addition it ensures bandwidih availakbil-
ity (Shanker, Partrdge, Guarnia, 1997). Thus GS is recom-
mendad for delay-infolerant applications, such as real-tima
applications, audio and video streams.

*  Controlled Load (CL);: This sarvice atlempls to provide end-
le-end traffic behavior that closely approximates traditional
best-effort sernvices within the environmental parameaters of
unloaded or Bghtly ulilized network conditions. If a router can-
nol provide such performance, it will reject QoS request.
Henca, it s battar than bast effod, bul cannot provide the
sirictly bounded service that GS promises, CL cannol make
any lalency guaranieos, because i does nol use specihic
valuas hor control parameatérs that intuda infermation about
delay or loss. But it implies that the requested bandwidih will
be available at low error rates and reasonable latency. CL
service 15 recommended for delay-tolerant applications. It
provides a less-than-reliable delay bound. If the requested
rasouncas fall outside the bounds of whal is available, the
traffic flow may experence some small additional amouwnt of
induced delay or possibly a slightly higher rate of dropped
packets. The degree al which traffic may be dropped or
dafayed should be low enowgh for an adaptive real-time
application to be transmitted without noticeable degradation,

The disadvantages of IntServ are the complexity and overhead

that makes it nol appropriate for the Intermat. 1 & rouler has 1o

store information about indnddual flows, as al IntSery, the scala-

bality sulters. Further, 1o allow network providers to offer different
prices tor different classes is not easily resohved with RSVE. Bul
the deployment of IntSery is broadly accepted in combination
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with other QoS archileciuras such as ATM or the following ax-
plained Differentiated Senvices. In the combination with ATM,
the services CL and GS of IntServ has to be mapped to the ATM
services e.g. to eslablish an IP connection over ATM backbone.
In combination with Diferentiated Services thare are many Sca-
narios whene [ntServ mechanisms oparate as accass, whila the
Ditterantiated Services machanisms operales in core routers.

4.2 Differentiated Services (DiffServ)

The IETF DifiSery archilecture (Blake af al, 1298 emargad in
1997 as a complament 1o IntSen. A numbar of people argued
successiully that a solution wilh simpler diferentiation of traffic
as proposad in IntServ was needed. The first specifications
characterized differentialed services based on the assumplion
that IP packets should be marked with relative pricrity. This con-
cepl proved to have the desired scaling properies. Instead of
rasponding to individual flows, DifServ is designed 1o offer ser-
vice to aggregales of classes, where a number of individual
fiows are grouped [(aggregaled). A single flow receives the
same handling as all of the other Bows in s aggregate. Mo per-
flaw slate needs 1o ba maintained in the routers, naither is there
an explicil connaction salup phase.

Trathc enlering a DifSery network al an edge rouler nuns
through the iollowing components: classifier, admission filler,
marker, Mulifield classification (MF) and marking at the nat-
works adge allow a wide variety of traffic to be mapped into a
smaller subset of behaviors provided by the network's core, The
admission filter examines and shapes the traffic o meat the
requirements associated with the classification. Subssquantly,
the DS field (DiftServ fiald) in the IP header s marked depend-
ing on the paricular aggregate to which this packet is assigned.
The DS field is the byle for class of service calegorization in an
IF packel used in the DifSery anvironmant, This bvie occupies
thie place formordy used by the TOS-bwte. The TOS-byle (Typa
of Sendce) was [and still is where no DiffSery is implemented)
the packel precedence and traffic classification byie in IPv4, Six
bits of the DS byte are allocated to Differentiated Services Codea
Points (DSCP).

The behavior to which routers are inggerad by the DSCP is
called Per-Hop Behavior (PHB). The packet-handling of core
routers solely depends on the DSCP camied in every packet,
DiffServ nodes which operate with a consistont set of differenti-
aled senvices policies administerad in a coordinated fashion and
with a sl of PHB groups, ane called 1o be in a DifSery Domain
(Blake ef al, 1998; Michols, Carpenter, 2007). A Per-Domain
Behavior (FDB) is an expected trealment of packels in an end-
to-end connection of a DifSery Domain. A particular PHB (or,
list of PHBs) and traffic conditioning requirements ans associ-
ated with each PDB.

The reasons for the scalability of DifSery are as follows:

= Complex decision making (e.g., multifield dassification,
conditioning of traffic, assignment of a DSCP value) is
pushed to the edges.

*  Useiul edge-to-edge services are bulll from a resincied set
of behaviors in core roulers. The core routers have to
respand (o the sannce marking contained in the DSCP. and
o give a service response thal is consistent with this mark-
ing. Mo further classification is performed in the core nel-
work,

*  Subsequent PHBs are triggerad within the network by the
D5 field value,

Focused on the backbone of a service provider, where
router performance almos! always is a bottleneck and hundreds
of thousands of flows exist, two key banafils are expected from
DifSans
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packels that may arrivie dunng a wall defined time interval, This
aliowabde behavior is 1he traffic profile. If a flow's rate conforms
1o the traffic profile, its packets are marked as “in-profile”. If the
flow's rate axceeds the limit specified in the trafiic profile the ax-
cess fraffic is marked as out-ol-profile. Dependent on the Iraffic
class, out-ol-profila packels are either descarded or forwarded to
1he next hop router.

Traffic policing is genarally performed by a token bucket
mechanism (Fig. 4}, Tokens are added to a bucket at some fixed
rate of r{lokens per second) and are ramoved from the bucket
whenever a packet arfives. The buckel has a defined degih b,
Thus, if tha bucket is full and a burs! of length ¢> b arives then
{c=8) packets will be marked as out-of-profile.

3.3 Traffic shaping

Traffic shaping provides a mechanism at the sender side 1o
smaoath trafhic bursts and thereby make tha traffic confirm 1o the
traffic profile. There exist two functionalities. The frst one is
used to smooth iraffic bursts, such that all iraffic is wpper
bounded by a peak rate (i.e. bursts are cut completely), The
second is used to enforce a long-term average traffic rale and
parmils some degree of burstingss, Similar 1o traflic pobcing,
shaping can be performed with a token bucket mechanism,

3.4 Queus management

Queve management decides when to drop packets based on
measurements of 1he queue length at a congested router output
port (as roughly defined in Braden el al, 1938). Thus queus
managemant interacts closely with end-to-end congestion con-
trol. The geals are 1o achieve high throughput and low delay.
The bufter space in the network is designed o absorb short-
term data bursts rather than be continuously occupied. Limiting
the queus size can halp to reduce the packe! delay bound. Be-
sides generation of congestion feedback, queus managemant
mechanisms have the task of preferentially droppeng or marking
out-of-profile packels against n-profile packels in order to an-
abie low drop rates for in-profile packets in times of congestion
(Cisco Web pages, Clark).

Im thee literature often both drop and scheduling mechanisms
are referred to the same chapter. They are closaly relaled, so
that e.g., a specific dropping machanism gives best results with
only one spacific scheduling mechanism in combination,

The traditional quewing management mechanism in Intermnet
is tafl-drop, implemented in combination with FCFS (First Come
First Served) scheduling. Tail drop means simply thal, if the out-
put port buffer is full, arriving packets are discarded. This has
several disadvantages conceming faimess and resource utiliz-
ation. A refinement is gained through the methods of Active

Queve Management (AQM), which detect the initial stages of
congestion and start dropping packets early, The RED {Random
Early Detection) AQM algodithm (Floyd, Jacobson, 1993 con-
sisls of two main paris: estimation of the average queus size
and the calculation of a drop probabeity as a funclion of the
avorage queue size. The average queue size is estimated using
a simple exponantially weighted moving average. Tha probabil-
ity of dropping increases linearly as the estimated average
queus size grows. Weighted RED (WRED) (Cisco Web pages)
and “RED In and Out” (RIO) (Clark) are extensions of RED o
support preferential dropping of out-ol-profile against in-profile
packets in addition to the benelits conceming detection of incipi-
enl congestion inherent to active queus management.

3.5 Scheduling

Scheduling dictates the tempocal characienstics of packst de-

pariuras from each queuvetypically at the oulput interface to-

wards he next rouler. Because a packer's traMic class dictates
which queue it is placed in, the scheduler is the ullimate en-
forcer of relative priority, latency bounds, or bandwidth aliocation
between different classes of traffic. A scheduler can astablish
minimum available bandwidihs for a panicular class by ensuring
that packets are regularly pulled from the queue associated with
that class. A scheduler can alse provide rate shaping (imposing

a maximum aliowed bandwidth for a particular class) by limiting

the frequency by which a queue is serviced.

The previously mentioned FCFS is nol applicative for QoS
networks, as it cannol allow special handling of prioritized
packets, Tradiionally unresponsive flows (flows without conges-
tion control) may wuntaidy consume the entire link bandwidih.

To address these limitations a number of scheduling disci-
plines have been developed 1o meet QoS scheduling require-
mants like distinguishing of traffic classes and complying with
bandwidth quarantees:

* Priority scheduling provides a separale queuse lor each
priority class. Basically, it is a mulliple-quewe FCFS schadul-
ing discipling with higher priority queues being servad first.
Consoaquently, packets are scheduled from a paricular
priority quaus in FCFS arder only if all highar priority qusues
area emply, In such & model, the highest priority traffic
receéivas minimal delay, but all ather priority levels may
a@xperignce resource starvation if the highest precedence
traMfic queus remains occupied. To ensure that all fraffic
racevas some minimum level of service admission control
has to be asscciated that restricts the amount of trafic for
each priority level,

*  Far Queuing {Demers, Keshav, Shenker, 1985 mainiains a
separale queue for each traffic class and unilormly dis-
Iributes link bandwidth among gueues. Weighted Fair
Queuing (WFQ) (Parekh, Galager, 1985 extends fair
queuing by allowing o assign weights 1o each individual
queue anabling bandwidth distribution among queuas difler-
ant from the uniform distribution. Varianis of WFO have been
proposed, whare a trade-off is made batween the complaxity
and delay bounds., In general WFQ ensures a minimum level
of resource allocabon to a specific service dass. In combi-
nalion with some admission filtering, the resull will be
bounded delay as well as guaranteed throughput.

3.6 Authentication, billing and pricing
Any natworking lachnology thatl offers differentiation of service
levels must also address the need 1o diferentiate each usar's
right 1o use particular service levels, The dangor always axisls
thal wsers will iry to altain a higher sesvice classiication than 1o
which they are enlitled. The problam is allowing a paricular usar
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